Forecasting Methods / Métodos de Previsao
Week 3

ISCTE - IUL, Gestdo, Econ, Fin, Contab.

Diana Aldea Mendes

diana.mendesQiscte.pt

February 17, 2011

DMQ, ISCTE-IUL (diana.mendes@iscte.pt) Forecasting Methods February 17, 2011

1/50



Linear regression
The Assumptions Underlying the Linear Regression Model (LRM)

@ We observe data for x;, but since y; also depends on u; (&), we must

be specific about how the u; (g;) are generated.

@ We make the following set of assumptions about the u;'s for the

© 0 o090

o

regression methods to be valid :

E(ut) = 0, The errors have zero mean

Var(uy) = 02,¥x;, The variance of the errors is constant and finite
over all values of x; (homoscedasticity)

Cov(u;, uj) = 0 (E(u;,u;) =0, (i # j)), The errors are statistically
independent of one another

Cov(ut, x¢) = 0 (E(ut, xt) = 0), No relationship between the error and
corresponding x variable (alternative assumption: the x;'s are
non-stochastic or fixed in repeated samples.)

u; is normally distributed (1 ~ N(0,0?)) (this assumption is required
if we want to make inferences about the population parameters from

the sample parameters)
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Linear regression
The Assumptions Underlying the Linear Regression Model (LRM)

o If assumptions 1. through 4. hold, then the estimators (B, B;)
determined by OLS are known as Best Linear Unbiased Estimators
(BLUE).

o “Estimator” - B is an estimator of the true value of .
e "Linear” - B is a linear estimator A
e “Unbiased” - On average, the actual value of B will be equal to the

true values.
o "Best” - means that the OLS estimator 5 has minimum variance
among the class of linear unbiased estimators. The Gauss-Markov

theorem proves that the OLS estimator is best.
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Linear regression
The Assumptions Underlying the Linear Regression Model (LRM)

o Consistent : The least squares estimators 3 are consistent.
That is, the estimates will converge to their true values as the sample
size increases to infinity (Need the assumptions 2 and 4 to prove this).

@ Unbiased: The least squares estimates are unbiased. That is
E (B) — B =0, thus on average the estimated value will be equal to

the true values (to prove this we need assumption 1). Unbiasedness is
a stronger condition than consistency.

o Efficiency: An estimator of parameter f§ is said to be efficient if
it is unbiased and no other unbiased estimator has a smaller variance,

i.e. Var (B) < Var (B) If the estimator is efficient, we are
minimizing the probability that it is a long way off from the true value

of B.
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Linear regression
Assessing the Model (Precision and Standard Errors)

@ In addition to determining the coefficients of the least squares line, we
need to assess it to see how well it “fits” the data. They're based on
the sum of squares for errors (SSE).

SST

SSR

SSE

T

SSyy =Y (v — 77)* (total sum of squares, measure the
t=1

deviation of the observations from their mean)

T

Y (- 77)* (explained sum of squares, measure the

t=1

deviation of predicted values from the mean)

g 2_ v 2

(ur)" =)  (yr —¥¢)" (residual sum of squares)
t=1

H.
Il
—_
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Linear regression
Assessing the Model (Precision and Standard Errors)

V] o
SSE =&(Y,- Y, )

SST = &(Y,- V)2

=a(Y;-Y)?

x|
x
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Linear regression
Assessing the Model (Precision and Standard Errors)

@ How do we think about how well our sample regression line fits our
sample data?

e Compute the fraction of the total sum of squares (SST) that is
explained by the model, call this the R-squared of regression
(Coefficient of Determination), to judge the adequacy of the

regression model
SSR SSE

= — = 1 _ —
SST SST

e 0<RZ<, represents the percent of the data that is the closest to
the line of best fit.

@ The higher the R2, the more useful the model.

RZ
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Linear regression
Assessing the Model (Precision and Standard Errors)

e For example, R? = 0.850, means that 85% of the total variation in y
can be explained by the linear relationship between x and y (as
described by the regression equation). The other 15% of the total
variation in i remains unexplained.

@ If x contributes lots of information about y then SSE is very small.

o Interpretation: R? tells us how much better we do by using the
regression equation rather than just i to predict y
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Linear regression
Assessing the Model (Precision and Standard Errors)

@ Another measure of how well the model fits the data is the Standard
Error of the B estimate (measures the spread of the actual points
around the fitted line)

e Since 0 (population variance) is best estimated by s?> (sample
variance) we have that

= /SS =4/ Li- 1 = /5SSy, ﬁlSSxy where

s5n = z<> S =0 (210

df degrees of freedom
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Linear regression
Assessing the Model (Precision and Standard Errors)

e Standard errors (measure the precision (reliability) of the estimate)
for the B; and B, estimates are given by

SSx ¥ (% —x)°
pp ~ N <ﬁ1'2(xt—x)2>; E (Bo) = By

Var <Bo) = o’ Tt Z(xt—x)Z] Bo~N <50/ Var (Bo))

DMQ, ISCTE-IUL (diana.mendes@iscte.pt) Forecasting Methods February 17, 2011 10 / 50




Linear regression
Assessing the Model (Precision and Standard Errors)

° 53 and S3 depend on s2. The greater the variance s2, then the more
0 1

dispersed the errors are about their mean value and therefore the
more dispersed y will be about its mean value.

@ The larger the SSyy (sum of squares of x), the smaller the coefficient
variances.

@ The larger the sample size, T, the smaller will be the coefficient
variances.
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Linear regression
Assessing the Model (Hypothesis Testing)

@ We can use the information in the sample to make inferences about
the population.

@ We will always have two hypotheses that go together, the null
hypothesis (denoted Hy) and the alternative hypothesis (denoted
Hl)-

@ The null hypothesis is the statement or the statistical hypothesis that

is actually being tested. The alternative hypothesis represents the
remaining outcomes of interest.
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Linear regression
Assessing the Model (Hypothesis Testing)

@ For example: we are interested in the hypothesis that the true value
of B, is in fact 0.5. We would use the notation

Hy : B, =05
Hy : B, #05

@ This is known as a two sided test.

@ There are two ways to conduct a hypothesis test: via the test of
significance approach or via the confidence interval approach.
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Linear regression
Hypothesis Testing - The Test of Significance Approach

The steps involved in doing a test of significance are:

e Estimate f, B;, and SBo’ Sﬁl, in the usual way

o Calculate the test statistic. This is given by the formula

p—B
°B

!

test statistic =

where B* is the value of B under the null hypothesis Hy : B = ﬁ/
e Since ¢ is unknown, we will use the t — Student statistics (instead of
normal statistics), that is
2 / 3 /
Bo — Bo Br— B
T i T
Bo P

~tr_o
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Linear regression
Hypothesis Testing - The Test of Significance Approach

@ We need some tabulated distribution with which to compare the
estimated test statistics (f — Student distribution with T — 2 degrees
of freedom).

@ We need to choose a “significance level”, often denoted a (the size of
the test and it determines the region where we will reject or not reject
the null hypothesis that we are testing). It is conventional to use a
significance level of 5% (10% and 1% are also commonly used).

o Given a significance level, we can determine a rejection region and
non-rejection region.

@ Use the t-tables to obtain a critical value or values with which to
compare the test statistic.

o Finally perform the test. If the test statistic lies in the rejection region
then reject the null hypothesis (Hy), else do not reject Hy.
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Linear regression
Hypothesis Testing - The Test of Significance Approach

e Two-sided and one-sided (upper tail) test of significance

f(x) f(x)

95% non-rejection
5% rejection region

I

2.5% 95% non-rejection

rejection region

\

2.5%
rejection region

/
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Linear regression
Hypothesis Testing - The Test of Significance Approach

e For simple linear regression, we must test if y depends or not on x (x
cause Y)

Hy : pBy=0 versus Hy:B; #0

- By By
test statistict = — = —————
S5 s/v/SSxx

rejection region 1ty < —ty o of tege >ty (a significance level
p —value (prob) : p =P (|th—2| > [turcl|)

~ ty,—o (t-ratio test)

@ Variables that are not significant (not reject Hy) are usually removed
from regression model
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Linear regression
Hypothesis Testing - The Test of Significance Approach

@ For simple linear regression, we also have to test if the intercept is
zero:

Hy : PBy=0 versus Hy: B, #0

~

test statistic t = Sﬁo ~ ty_2 (sob Hp)
Bo
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Linear regression
Hypothesis Testing - The Confidence Interval Approach

e Estimate 5, p;, and S3,' 5B, in the usual way

@ Choose a significance level, a, (again the convention is 5%). This is
equivalent to choosing a (1 —a) x 100% confidence interval, i.e.

‘5% significance level ‘ = \ 95% confidence interval \

@ Use the t-tables to find the appropriate critical value, which will again
have T — 2 degrees of freedom.

@ The confidence interval is given by

Choo(1-a)% = ]B — teit SB’B + terit 53[
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Linear regression
Hypothesis Testing - The Confidence Interval Approach

@ Perform the test: If the hypothesized value of B (B') lies outside the
confidence interval, then reject the null hypothesis that § = ,8/,
otherwise do not reject the null.

o Note that the Test of Significance and Confidence Interval approaches
always give the same answer.

o If we reject the null hypothesis at the 5% level, we say that the result
of the test is statistically significant
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Linear regression
Hypothesis Testing - Example

Example

Consider the following regression results

0 = By + Bx; = 203 +0.5091 x;, T =22
Jr = PotPuxi (1438) = (02561)

Using both the test of significance and confidence interval approaches, test
the hypothesis that f; = 1 against a two-sided alternative, that is

H() H ﬁlzl
Hy = By #1
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Linear regression
Hypothesis Testing - Example

@ The first step is to obtain the critical value. We want t.;; = tx0;59%
@ Test of significance approach

B, — By, 05091—1
test stat = = = —1917
est st 55 0.2561

Do not reject Hy since test stat lies within

non-rejection region (f.; are £+ 2.086)

o Confidence interval approach

By — tort 55 By + teri sﬁz[ — 10509 — 2.086 x 0.256,0.509 + 2.086

= ]-0.0251, 1.0433]
since 1 lies within the confidence inter

do not reject Hy
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Linear regression
Hypothesis Testing - Example

f(x)
A

2.5% rejection region

\

2.5% rejection region

/

-2.086 +2.086
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Linear regression
Hypothesis Testing

@ We usually reject Hy if the test statistic is statistically significant at a
chosen significance level.

@ There are two possible errors we could make:

o Rejecting Hy when it was really true. This is called a type | error.
o Not rejecting Hy when it was in fact false. This is called a type Il error

‘ Reality

| Hp is true | Ho is false
Result | Significant (reject Hp) | Type I error (a) | OK
of test ] Insignificant (not reject Hy) | OK \ Type Il error

(B)

DMQ, ISCTE-IUL (diana.mendes@iscte.pt) Forecasting Methods February 17, 2011 24 / 50



Linear regression
Hypothesis Testing

@ The probability of a type | error is just «, the significance level or size
of test we chose.

e What happens if we reduce the size of the test (e.g. from a 5% test
to a 1% test)?

reduce size of test —  more strict criterion for rejection —
—  reject null hypothesis less often —

less likely to falsely reject
more likely to incorrectly not reject

@ So there is always a trade off between type | and type Il errors when
choosing a significance level. The only way we can reduce the
chances of both is to increase the sample size.
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Linear regression
Hypothesis Testing

@ The p-value is the probability of obtaining a test statistic at least as
extreme as the one that was actually observed, assuming that the null
hypothesis is true. The lower the p-value, the less likely the result is if
the null hypothesis is true, and consequently the more "significant"
the result is, in the sense of statistical significance.

@ This is equivalent to choosing an infinite number of critical t-values
from tables. It gives us the marginal significance level where we would
be indifferent between rejecting and not rejecting the null hypothesis.

o We reject the null hypothesis when the p-value is less than 0.05 or
0.01(significance level)

’reject Hy if p-value <«

@ Once a model has been estimated (and carefully validated using
economic and statistical tests) it can be used for prediction or
forecasting.
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Linear regression

Main steps in regression:

Plot the data (scatter plot)

Basic descriptive statistics (data)
Model selection (parameter estimation)
Evaluation of Assumptions (residuals)

Model validation (assessment of the goodness of fit)

Forecasting
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Linear regression

Example

@ A shop is doing an experience over 5 months to determine the effects
of advertising on sales. Data are presented in the next table

Month | advertising costsx 100€ | sale revenue x1000€

Gl B WI N =
RO PD|IW N =

LN N|H| =
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Linear regression

Example

@ scatter plot
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Linear regression

Example

o We assume that the (linear) relationship between the revenue y and
the costs of advertising x is

y=PBytPx+e
o Parameters estimation by the method of least squares (OLS)

12
ZXZyz szzyl =7 and Ssxx = lez — (Z:lcl) =10

SSy 7
— 2 07 and
S5, 10 07 an

31:

5 e DY) Zx
Bo = V—Bix= l_ﬁl - =-01
then, the regression Iine is given by

U= PBy+ Byx = —0.140.7x
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Linear regression

Example

@ Estimation of SSE

5

SSE = Y. (yi — By — Elxi)z = (1+01-07)

i=1
+(4+01-07x5)?% = 110

e Estimation of the population variance o

§* = SSE 110—0367 = s =061
n—2 3

therefore the majority of observations (data) belong to the interval of
amplitude 2s = 1.22 (around the regression line, no outliers)
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Linear regression

Example

recta de regressio
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Linear regression

Example

@ Hypothesis test: we consider the following null hypothesis

HO . ‘31:0
Hl : ‘317&0

and we choose & = 0.05 and since T = 5 we have 5 — 2 = 3 degrees
of freedom. Then the rejection region (for the two-sided test) is
t <toogps = —3.182 or t > tygs = 3.182

@ Since .
B

S/ \/SSxx

we reject Hp, and we have that B; # 0, which means that x

contributes with information for the prediction of i in the regression
model.

=37 > toms
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Linear regression

Example

o Confidence interval: 95%

B1 + toossz = 0.7 +3.182 (

) =0.7x0.61
P

s
V555«
so, with 95% confidence we can say that the parameter 8, belongs to

the interval [0.09,1.31] (The average revenue for each 100 euro spent
on advertising is between 90 and 1310 euro)
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Eviews
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N —
Introduction to Eviews

@ Open the program by doubleclicking on the EViews icon

@ You will be confronted by the following view (Command Window)

File Edit Object Wiew Proc Quick Options Window Help

@ The main menu options are shown at the top (File Edit Objects View
...). If you click on any of these words a drop-down menu will appear
with further options.
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Introduction to Eviews

@ The first step in a project is to read the data into an EViews workfile.
EViews can import data from an Excel spreadsheet

o File -> New -> Workfile
e Workfile Range -> Workfile frequency -> Start date - End date
@ save the Workfile: File -> Save As

@ EViews describes data the following way: year (e.g. 1981);
year:quarter (e.g. 1992:1); year:month. (e.g. 1990:11);
month:day:year (e.g. 8:10:97). Cross-sectional data is stored as
undated or irregular.
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Introduction to Eviews

Creating a work file:

Open Eviews 3

Click File ----New----Work File

Il

File Edit Object Wiew Proc Quick Options Window Help

New Workfile. ..
Open »  Database...
Save Program

Save As...
Close

Text File

Import »
Export 3

Print
Print Setup...

Run...
Exit

.

0 c:Ydocuments and settings! documents\eviewsiresulbs.wfl
1 cihdocuments and settings!saleem’my documentsig ar(1).wFl

| Welcome to Eviews 4
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N —
Introduction to Eviews

Workfile Create EI

’7Wnlkfile structure type — Date specification

IDaled - regular frequency 3 Frequency: IDEH.'-' -Sdayw 'I
Start date: I1U:’31.ﬂ‘1 997
Imegular Dated and Panel End date: |1|:|;' 2972004

workfiles may be made from
Unstructured workfiles by later
specifying date and/or other
identifier series. ~ Names [optional)

WF:

0K I Cancel | Page: I

For example you have daily prices of KSE-100 from 31-10-1997 to 29-10-2004 with 5 days week.
Enter the start and ending date and choose the frequency according to the data.

Note: Date should be mm/dd/yyyy format
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Introduction to Eviews

Clhick OK

You have created your work file with constant C and Residual

M Workfile: UNTITLED

-0l x|
view| Proc| Object| Print|Save|Details+/-| Show|Fetch|Store|Delste|Genr|Sample|
Range: 10/31/1997 10/28/2004 -- 1826 obs Display Filter: *
Sample: 10/31/1997 10/29/2004 -- 1826 obs

[Blc
BA resid
|2\ untitied 4 New Page /
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Introduction to Eviews

Importing Data:

The next step is to import data in Eviews.

_{o] x|
Obiectl print| 5ave| Details+f-| Show|Fetch|store|Delete| Genvlsamplel

Ran  Set Sample... 26 obs Display Filter: *

San 26 obs

= Structure/Resize Current Page...

[BElc

S Append to Current Page...
Contract Current: Page. ..
Reshape Current Page: »
Copy/Extract from Current Page  »
Sork Current Page. ..

Load Workfile Page ...
Save Current Page ...
Rename Current Page ...
Delete Current Page

Impork » Load Workfile Page. ...

Export » Fetch objects from DE. ..

TSD File Import...

DRI Basic Economics Database. .
Read Tex

221\ untitied

Click PROC... IMPORT... Read Text-Lotus-Excel
Go to the data file
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N —
Introduction to Eviews

e Importing data: Proc -> Import -> Read Text-Lotus-Excel (from
the workfile window)

e Importing data: File -> Import -> Read Text-Lotus-Excel (from
the command window)

@ Enter the names of the series that you wish to read into the edit box
(alternatively, if the names that you wish to use for your series are
contained in the file, you can simply provide the number of series to
be read)

o If the data are organized by row and the starting cell is B2, then the
names must be in column A, beginning at cell A2.

o If the data are organized by column beginning in B2, then the names
must be in row 1, starting in cell B1.

@ The name of the uploaded series will appear in the Command
Window (joining c and resid)

@ Save the workfile
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Introduction to Eviews

1o x|
h'iewl Proc Ohjectl Print | Save! Details+f»| Show | Fetch| Store | Delete | Genr Samplel
Range: 10/31/1997 10/29/2004 - 1826 obs Display Filter. ™
Sample: 10/31/1997 10/29/2004 -- 1526 obs
[Blc
M resid

oen 21|

Look in: | (] Desktop EIRCE =N

My Documents rics
A py Computer

My Network Places E‘!_] Returns_9005(1)

File: name: |KARACHI SE 100 - Time Series Data Open I

Files of type: |Excel[‘,xls] | Canesl |

™ Update default directory

Remember to choose Excel(*.xls) as file type
Double click on the Data File

Note: The excel sheet must be closed while you are importing data to Eviews, other wise 1t will give
YOu error.

MQ, ISCTE-IUL (diana.mendes@iscte.pt) Forecasting Methods February 17, 2011 43 / 50



Introduction to Eviews

8 EViews

File  Edit Wwindon

Object View Proc GQuick Options,

Excel Spreadsheet Import

- Data order
* By Observation - series in columns

" By Series - seriss in rows

il Help

Upper-left data cell—

Excel 5+ sheet name——

B2

~ Names for series or Number if named in file

oyl

mpart samph

19801993

Reset sample to:

| Curent sample:

_| Workfile range

_| Toendof range

™ wiite date/obs
) EViews dats format
" First calendar day
£ Last calendar day

™ wiite series names

A

| Path = c:Yydocuments and settings\administratorymy documents \ DE = none | 'WF = untitled

Forecasting Methods
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Introduction to Eviews

@ Double-click on the variable and View -> Graph (variable window)

View the data

sl

Fle B Omecs Uen P Gudk Optons Wncow Hep

e
Default Exy Nore
Semple 15

=
Hrecid
% teotata

To view stats on th data:

1. Click “View”

2. Select “Descriptive Statistics™
3. Select “Stats Table”

e =
- start] [ 55 - [Cormands) | (] Fnal Report 1 052403 ppt | 5] Eviows Tukoral ot & Q) 7z
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Introduction to Eviews

@ Descriptive statistics: View -> Descriptive Statistics -> Stats
Table (variable window))

A Statistics View

Flo Edt Oriects tie Procs Ouick opbens Windon Hlp

: 1. Use a button to select another view

=lax]

e [ Gerics TESTOATA Workis ONTITLED: JRT=TEY)
e Do i Sovel ] S Pt OO Conl o] | )]tz e ] s o] e 53 |
e e STt !
oo |
oo 4000200
Etirrem— iminin | 6 o000
% tonoo
Teen
Sioncan
1.700000

JarqueBera | 035703
Probability | 0 £30ER

Sum 20,0000
Sum Sq.Dev.| 10.0000

Obsarvations: 5

T
2. Select “View” again to
return to the spreadsheet
or open another view
(e.g., graphs).

5] |[Pabi=cirmens el caris |08 = rorcien [
Bstare] [ in -foonwnes) | ) vt et v s | T e st [[hewews [« @
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Introduction to Eviews

@ Open a group of variables:

Viewing two or more series

Flo Eoh chicls View Press Quch Optons Widen ol
2l

=l =l

T=ET)
tieuts| Savel oot | St Fteh 5 ore Deksol Gere| Senpe

Rang. 1 & Fiter -
Sample 1 5

[

Dotsult Ec; Hono

Select the two series
Right click

Select “Open”
Select “as Group”

[

]
& start| [F]s-hs [commants] | 53] Fnalkeport vt s2ecs | ] eviews Totcrsppt [ Eviews

<« s

MQ, ISCTE-IUL (diana.mendes@iscte.pt)

Forecasting Methods February 17, 2011 47 / 50



Introduction to Eviews

@ Important operators

+ add x+y adds the contents of X and ¥

- subtract x-V subtracts the contents of Y from X
* multiply x*y multiplies the contents of X by ¥
! dvide 'y divides the contents of X by Y

raise to the power

greater than

less than

x"y ratses X to the power of ¥

x>y takes the value 1 if X exceeds Y,
and 0 otherwise

x<y takes the value 1 if Y exceeds X,
and 0 otherwise

equal to

x=v takes the value 1 if X and Y are
equal, and 0 otherwise

<>

not equal to

x>y takes the value 1 if X and Y are
not equal. and 0 if they are equal

less than or equal 10

x<=y takes the value 1 if X does not ex-
ceed Y, and 0 otherwise

and

ar

greater than or equal to
logical and

logical or

x==v takes the value 1 if ¥ does not ex-
ceed X, and 0 otherwise

x and y takes the value 1 1if both X and ¥
are nonzero. and 0 otherwise

x or v takes the value 1 if etther X or Y
1s nonzero. and 0 otherwise

oa(x natural logarithm
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Introduction to Eviews

@ Transform, define a new variable: Quick -> Generate Series.
Example: Genr -> y=dlog(x)

e Exporting table of results:

e Save table using Freeze/Name
e Open table, select all, then copy and choose “formatted”, thus paste in
word file.
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Regression with Eviews

@ Graphical representation of data

o View -> Graphs -> Line (one or several variables)
o View -> Graph -> Scatter (a group of variables)

@ Estimate the regression model

o Quick -> Estimate Equation (main Eviews Window).

@ equation specification: dependent variable, ¢, independent variable(s);
@ estimation setting: LS - Least squares

e Saving equation: using Name Option
@ Interpret the output

@ Test: Click View->Coefficient Tests->Wald-Coefficient
Restrictions

@ View results in the equation window: Regression output: click View,
then Estimation output

@ Residuals: click View, then Actual, Fitted residual
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